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**1. Общие положения**

1.1. Настоящая программа сформирована на основе федеральных государственных образовательных стандартов высшего образования по программам специалитета и программам магистратуры и определяет общее содержание экзамена по специальной дисциплине при приеме на обучение по программам подготовки научно-педагогических кадров в аспирантуре Федерального научного центра «Кабардино-Балкарского научного центра Российской академии наук» (далее КБНЦ РАН).

1.2. Экзамен по специальной дисциплине нацелен на оценку знаний лиц, поступающих на программе подготовки научно-педагогических кадров в аспирантуре, полученных ими в ходе освоения программ специалитета и (или) магистратуры по направлению 27.06.01 Управление в технических системах, направленность 05.13.01 Системный анализ, управление и обработка информации (по отраслям) и на отбор среди поступающих лиц, наиболее способных и подготовленных к научной и научно-исследовательской деятельности, имеющих потенциал в части генерирования новых идей при решении исследовательских задач и подготовки диссертации на соискание ученой степени.

1.3. В ходе экзамена планируется определить:

- глубину знаний и сформированность компетенций поступающего в научно-исследовательской области;

- способность поступающего самостоятельно и квалифицированно проводить исследования и анализировать проблемы современной отраслевой науки;

- широту научного мировоззрения поступающего.

Указанная структура экзамена по специальной дисциплине предопределила содержание разделов настоящей программы.

1.4. В качестве методических рекомендаций в программе представлен список рекомендованной для подготовки к экзамену литературы.

1.5. В процессе приема вступительного испытания поступающему могут быть заданы дополнительные вопросы, как по содержанию экзаменационного билета, так и по любым разделам сдаваемой дисциплины в пределах программы вступительного испытания.

**2. Программа экзамена**

**2.1. Основные понятия и задачи системного анализа**

2.1.1. Понятия о системном подходе, системном анализе. Выделение системы из среды, определения системы. Системы и закономерности их функционирования и развития. Управляемость, достижимость, устойчивость. Свойства системы: целостность и членимость, связность, структура, организация, интегрированные качества.

2.1.2. Понятие модели. Соответствия между моделью и действительностью. Множественность моделей систем. Модель состава системы. Модель структуры системы. Динамические модели систем. Эксперимент и модель.

2.1.3 Модели систем: статические, динамические, концептуальные, топологические, формализованные (процедуры формализации моделей систем), информационные, логико-лингвистические, семантические, теоретико-множественные и др.

2.1.4 Классификация систем. Естественные, концептуальные и искусственные, простые и сложные, целенаправленные, целеполагающие, активные и пассивные, стабильные и развивающиеся системы.

2.1.5 Основные методологические принципы анализа систем. Задачи системного анализа. Применение методов системного анализа.

**2.2. Модели и методы принятия решений**

2.2.1 Постановка задач принятия решений. Классификация задач принятия решений. Этапы решения задач.

2.2.2 Экспертные процедуры. Методы получения экспертной информации. Шкалы измерений, методы экспертных измерений. Метод экспертных оценок. Методы обработки экспертной информации, оценка компетентности экспертов, оценка согласованности мнений экспертов.

2.2.3 Методы многокритериальной оценки альтернатив. Классификация методов. Аксиоматические методы. Прямые методы. Деревья решений. Методы компенсации. Методы порогов несравнимости.

2.2.4 Принятие решений в условиях неопределенности. Статистические модели принятия решений. Методы глобального критерия. Критерии Байеса-Лапласа, Вальда (максиминный), минимаксного риска Сэвиджа, Гурвица.

2.2.5 Модели и методы принятия решений при нечеткой информации. Нечеткие множества. Основные определения и операции над нечеткими множествами. Нечеткое моделирование. Задачи математического программирования при нечетких исходных условиях.

2.2.6 Игра как модель конфликтной ситуации. Классификация игр. Чистые и смешанные стратегии. Нижняя и верхняя цены игр, седловая точка. Принцип минимакса. Решение игр. Сведение игры к задаче линейного программирования.

2.2.7 Основные понятия, особенности и возможности имитационного моделирования. Виды имитационного моделирования. Области применения.

**2.3. Основы теории управления**

2.3.1 Основные понятия теории управления: цели и принципы управления, динамические системы. Математическое описание объектов управления: пространство состояний, передаточные функции, структурные схемы.

2.3.2 Основные задачи теории управления: стабилизация, слежение, программное управление, оптимальное управление, экстремальное регулирование. Классификация систем управления.

2.3.3 Структуры систем управления: разомкнутые системы, системы с обратной связью, комбинированные системы. Динамические и статические характеристики систем управления: переходная и весовая функции и их взаимосвязь, частотные характеристики.

2.3.4 Понятие об устойчивости систем управления. Устойчивость линейных стационарных систем. Критерии Ляпунова, Гурвица, Михайлова.

2.3.5 Управление при действии возмущений. Различные типы возмущений: операторные, координатные. Инвариантные системы. Волновое возмущение. Неволновое возмущение.

2.3.6 Управление в условиях неопределенности. Позитивные динамические системы: основные определения и свойства, стабилизация позитивных систем при неопределенности.

2.3.7 Основные виды нелинейностей в системах управления. Методы исследования поведения нелинейных систем.

**2.4. Оптимизация и математическое программирование**

2.4.1 Оптимизационный подход к проблемам управления и принятия решений. Допустимое множество и целевая функция. Формы записи задач математического программирования. Классификация задач математического программирования.

2.4.2 Постановка задачи линейного программирования. Формы записи. Основные свойства решений. Симплекс-метод.  Многокритериальные задачи линейного программирования.

2.4.3 Локальный и глобальный экстремум. Необходимые условия безусловного экстремума дифференцируемых функций. Теорема о седловой точке. Необходимые условия экстремума дифференцируемой функции на выпуклом множестве. Задачи об условном экстремуме и метод множителей Лагранжа.

2.4.4 Задача математического программирования. Простейшие свойства оптимальных решений. Необходимые и достаточные условия экстремума дифференцируемой выпуклой функции на выпуклом множестве и их применение. Теорема Куна-Таккера и ее геометрическая интерпретация.

2.4.5 Классификация методов безусловной оптимизации. Скорости сходимости. Методы первого порядка. Градиентные методы. Методы второго порядка. Метод Ньютона и его модификации.

2.4.6 Методы и задачи дискретного программирования. Задачи целочисленного линейного программирования. Методы отсечения. Метод ветвей и границ. Задача о назначениях. Венгерский алгоритм. Задачи оптимизации на сетях и графах.

2.4.7 Метод динамического программирования для многошаговых задач принятия решений. Принцип оптимальности Беллмана. Основное функциональное уравнение. Вычислительная схема метода динамического программирования.

**2.5. Теоретические основы информационных технологий**

2.5.1 Алфавитные операторы и алгоритмы. Существование алгоритмов и распознавание выводимости. Понятие об алгоритмически неразрешимых проблемах.

2.5.2 Понятие частичной и простейших функций. Частично-рекурсивные функции. Оператор примитивной рекурсии. Тезис Черча.

2.5.3 Понятие о булевых функциях, булева алгебра. Основные тождества булевой алгебры. Нормальные формы. Минимизация формул.

2.5.4 Принципы построения формальных теорий. Понятие об исчислении высказываний, аксиомы и правила вывода. Аксиомы и правила вывода исчисления предикатов. Теории первого порядка.

2.5.5 Машины Тьюринга. Функционирование машин Тьюринга. Системы продукций Поста. Нормальные алгоритмы Маркова.

2.5.6 Абстрактные автоматы и автоматные отображения. События и представления событий в автоматах. Анализ и синтез конечных автоматов. Понятие алгоритмических алгебр. Основные понятия сетей Петри.

2.5.7 Основные понятия и операции теории графов. Маршруты, цепи и циклы на графах. Важнейшие классы графов: деревья, двудольные графы, ориентированные графы, графы с помеченными вершинами и ребрами.

**2.6. Компьютерные технологии обработки информации**

2.6.1 Определение и общая классификация видов информационных технологий. Модели, методы и средства сбора, хранения, коммуникации и обработки информации с использованием компьютеров.

2.6.2 Понятие информационной системы, банки и базы данных. Логическая и физическая организация баз данных. Модели представления данных, архитектура и основные функции СУБД.

2.6.3 Распределенные БД. Принципиальные особенности и сравнительные характеристики файл-серверной, клиент-серверной и интернет технологий распределенной обработки данных.

2.6.4 Реляционный подход к организации БД. Базисные средства манипулирования реляционными данными. Методы проектирования реляционных баз данных (нормализация, семантическое моделирование данных, ЕR-диаграммы).

2.6.5 Языки программирования в СУБД, их классификация и особенности. Стандартный язык запросов баз данных SQL.

2.6.6 Основные сетевые концепции. Глобальные, территориальные и локальные сети. Проблемы стандартизации. Сетевая модель OSI. Модели взаимодействия компьютеров в сети.

2.6.7 Принципы функционирования Internet, типовые информационные объекты и ресурсы. Ключевые аспекты WWW-технологии.

**2.7. Искусственный интеллект и инженерия знаний**

2.7.1 Основные разделы теории и приложений искусственного интеллекта. Описание и постановка задач. Задачи в пространстве состояний, в пространстве целей.

2.7.2 Классификация задач по степени сложности. Линейные алгоритмы. Полиномиальные алгоритмы. Экспоненциальные алгоритмы.

2.7.3 Виды и уровни знаний. Знания и данные. Факты и правила. Принципы организации знаний. Требования, предъявляемые к системам представления и обработки знаний.

2.7.4 Проблемы представления знаний. Фреймы. Семантические сети и графы. Модели, основанные на прецедентах.

2.7.5 Приобретение и формализация знаний. Пополнение знаний. Обобщение и классификация знаний. Логический вывод и умозаключение на знаниях.

2.7.6 Назначение и принципы построения экспертных систем. Классификация экспертных систем. Методология разработки экспертных систем. Этапы разработки экспертных систем. Проблемы и перспективы построения экспертных систем.

2.7.7 Формулировка задачи распознавания образов. Персептрон Розенблатта. Обучение распознаванию образов, объекты и методы распознавания. Нейронные сети, принципы их построения и функционирования.

**3. Вопросы к вступительному экзамену**

**3.1. Вопросы к разделу «Теоретические основы системного анализа»**

1. Понятия о системе, системном подходе, системном анализе. Системы и закономерности их функционирования и развития.
2. Системы и их свойства: целостность и членимость, связность, структура, организация, интегрированные качества.
3. Понятие модели. Модель состава системы. Модель структуры системы. Эксперимент и модель.
4. Классификация систем.
5. Классификация моделей систем.
6. Основные методологические принципы анализа систем. Применение методов системного анализа.
7. Постановка задач принятия решений. Классификация задач принятия решений.
8. Постановка задач принятия решений. Этапы решения задач.
9. Экспертные процедуры. Методы получения экспертной информации. Шкалы измерений, методы экспертных измерений.
10. Метод экспертных оценок. Методы обработки экспертной информации, оценка компетентности экспертов, оценка согласованности мнений экспертов.
11. Методы многокритериальной оценки альтернатив. Классификация методов.
12. Аксиоматические методы многокритериальной оценки альтернатив. Деревья решений.
13. Принятие решений в условиях неопределенности. Статистические модели принятия решений.
14. Принятие решений в условиях неопределенности. Методы глобального критерия.
15. Модели и методы принятия решений при нечеткой информации. Нечеткое моделирование.
16. Нечеткие множества. Основные определения и операции над нечеткими множествами.
17. Игра как модель конфликтной ситуации. Классификация игр. Чистые и смешанные стратегии.
18. Нижняя и верхняя цены игр, седловая точка. Принцип минимакса.
19. Решение игр. Сведение игры к задаче линейного программирования.
20. Основные понятия, особенности и виды имитационного моделирования. Области применения.

**3.2. Вопросы к разделу «Основы теории управления»**

1. Основные понятия теории управления: цели и принципы управления, динамические системы.
2. Математическое описание объектов управления: пространство состояний, передаточные функции, структурные схемы.
3. Основные задачи теории управления: стабилизация, слежение, программное управление, оптимальное управление, экстремальное регулирование.
4. Структуры систем управления: разомкнутые системы, системы с обратной связью, комбинированные системы.
5. Динамические и статические характеристики систем управления: переходная и весовая функции и их взаимосвязь, частотные характеристики.
6. Понятие об устойчивости систем управления. Устойчивость линейных стационарных систем.
7. Управление при действии возмущений. Типы возмущений. Инвариантные системы.
8. Управление в условиях неопределенности. Стабилизация позитивных систем при неопределенности.
9. Основные виды нелинейностей в системах управления. Методы исследования поведения нелинейных систем.
10. Оптимизационный подход к проблемам управления и принятия решений. Классификация задач математического программирования.
11. Постановка задачи линейного программирования. Формы записи. Основные свойства решений.
12. Симплекс-метод решения задачи линейного программирования.  Многокритериальные задачи линейного программирования.
13. Локальный и глобальный экстремум. Необходимые условия безусловного экстремума дифференцируемых функций. Теорема о седловой точке.
14. Необходимые условия экстремума дифференцируемой функции на выпуклом множестве. Задачи об условном экстремуме и метод множителей Лагранжа.
15. Задача математического программирования. Простейшие свойства оптимальных решений.
16. Необходимые и достаточные условия экстремума дифференцируемой выпуклой функции на выпуклом множестве и их применение. Теорема Куна-Таккера и ее геометрическая интерпретация.
17. Классификация методов безусловной оптимизации. Скорости сходимости.
18. Методы и задачи дискретного программирования. Задачи целочисленного линейного программирования.
19. Метод динамического программирования для многошаговых задач принятия решений. Принцип оптимальности Беллмана.
20. Основное функциональное уравнение, вычислительная схема метода динамического программирования.

**3.3. Вопросы к разделу «Технологии обработки информации и инженерия знаний»**

1. Определение и общая классификация информационных технологий. Модели, методы и средства сбора, хранения, коммуникации и обработки информации с использованием компьютеров.
2. Понятие частичной и простейших функций. Частично-рекурсивные функции. Оператор примитивной рекурсии. Тезис Черча.
3. Понятие о булевых функциях. Основные тождества булевой алгебры. Нормальные формы. Минимизация формул.
4. Принципы построения формальных теорий. Исчисление высказываний и исчисление предикатов как примеры формальных теорий.
5. Машины Тьюринга и их функционирование. Системы продукций Поста. Нормальные алгоритмы Маркова.
6. Абстрактные автоматы и автоматные отображения. События и представления событий в автоматах. Основные понятия сетей Петри.
7. Основные понятия и операции теории графов. Важнейшие классы графов: деревья, двудольные графы, ориентированные графы, графы с помеченными вершинами и ребрами.
8. Понятие информационной системы, банки и базы данных. Модели представления данных, архитектура и основные функции СУБД.
9. Распределенные базы данных. Особенности и сравнительные характеристики файл-серверной, клиент-серверной и интернет технологий обработки данных.
10. Реляционный подход к организации БД. Базисные средства манипулирования реляционными данными. Методы проектирования реляционных баз данных.
11. Языки программирования в СУБД, их классификация и особенности. Стандартный язык запросов баз данных SQL.
12. Основные сетевые концепции. Глобальные, территориальные и локальные сети. Проблемы стандартизации. Сетевая модель OSI.
13. Принципы функционирования Internet, типовые информационные объекты и ресурсы. Ключевые аспекты WWW-технологии.
14. Основные разделы теории и приложений искусственного интеллекта. Задачи в пространстве состояний, в пространстве целей.
15. Классификация задач по степени сложности. Линейные алгоритмы. Полиномиальные алгоритмы. Экспоненциальные алгоритмы.
16. Виды и уровни знаний. Знания и данные. Факты и правила. Принципы организации знаний.
17. Проблемы представления знаний. Фреймы. Семантические сети и графы. Модели, основанные на прецедентах.
18. Приобретение и формализация знаний. Пополнение знаний. Обобщение и классификация знаний. Логический вывод и умозаключение на знаниях.
19. Назначение и принципы построения экспертных систем. Классификация экспертных систем. Методология и этапы разработки экспертных систем.
20. Формулировка задачи распознавания образов. Персептрон Розенблатта. Обучение распознаванию образов. Нейронные сети: принципы построения и функционирования.
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